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transition 
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AbslracL Nk present mnduaivily and magnetoresistance data for a mnge of a- 
Sit-,Ni,:H alloys near the metal-insulator transition. In the metallic regime, weak- 
localizarion and interaction &em an identified, the latter being of normal sign. In 
the activated regime, mnductivily m u l l s  imply variable-range happing in a parabolic 
density of sfate$ but quantitative analysis shavs that if this density of stales resulll h m  
a Caulamb p p ,  lhen the localized sta te  extend mer large dusten of nickel alams. 
Ihe magnetormistance data generally show pasitive magnetoresistance allribuled 10 spin 
splitting in interaction effects, but negative magnelomistance, atlrihuled lo suppression 
of weak-localization-lype interference, is seen on the insulating side of lbe transition at  
not tM low lemperaturm where interaction effecll are paninlly suppresqed. 

1. Intmduction 

The metal-insulator transition in amorphous metahemiconductor alloys has been an 
active field experimentally Over recent years, with alloys of silicon and germanium 
having been investigated in particular. The interest in these systems arises because 
the metals used form deep donor states in the host semiconductor. In such cases, the 
metal-insulator transition is less studied and not nearly as well understood as that 
in systems involving shallow donor or acceptor states such as occur in crystalline 
silicon doped with phosphorus or arsenic. The stronger binding to the metal 
atoms means that much higher concentrations are needed to reach the transition 
to the metallic state and percolation aspects are more likely to be of importance. 
Additionally, there has recently been particular interest in systems in which the 
metal is magnetic because some studies have given evidence of a reversal of sign of 
the long-range electron4ectron interaction contribution to the conductivity. These 
considerations led to the present study a-Si,-,Ni,:H. In this paper, we present 
conductivity and magnetoresistance data and discuss our results in the context of 
the current understanding of metal-insulator transitions in systems of this kind. 

2. Current theoretical context 

Experimental results on conductivity in disordered systems near the metal-insulator 
transition have to be discussed in terms of current theoretical ideas. In this section, 
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we give a brief description of the key concepts involved in current models. Reviews 
have been given by Lee and Ramakrishnan (1985) and, more recently, by Mott (1990). 
The following acmunt refers entirely to three-dimensional systems. 

21. Nafure of the metal-insulator transition 

According to simple theory, mnductivity U of metalfic sysfems may be expressed 
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oB = nezr /m = ne2e/mvF (1) 
where n is the number density of the carriers having charge e and m a s  m. ?he time 
between collisions r is determined by the various scattering processes present whose 
rates add to give a total scattering rate T- ' .  The second expression gives a in terms 
of the mean free path e and the Fermi velocity vF. This is known as the hf tzmann 
conductivify. 

Using free-electron theory to substitute for n, the Boltzmann conductivity may be 
written 

where a b a microscopic scale length of order k;'. Ioffe and Regel (1960) argued that 
increasing disorder could not cause e to become less than a and, on this basis, Mott 
(1%7) predicted a minimum metallic conductivity of order amin m 0.03ez/hn (in three 
dimensions). In fact, umin marks the limit of validity of simplistic models of conduction 
and does not imply that there would be, at zero temperature, a discontinuous drop 
of conductivity to the insulating state at that degree of disorder. The absence of any 
discontinuity b supported by the arguments of scaring fheoiy. 

Scaling theory (see Lee and Ramakrishnan 1985) considers the way in which the 
conductance of a system depends on its size L. It examines the quantal nature of 
the conduction process and shows that the mechanisms determining the resistance of 
a system are consistent with continuity of resistance between metallic and insulating 
states. In three dimensions, the transition corresponds to the conductance on a 
characteristic microscopic length scale passing through a (finite) critical value g3. 
An important result of the scaling analysis is that it shows that characteristic scale 
lengths exist on both sides of the transition. On the metallic side, the scale length 
is known as the correfution fengfh 
diverges at the transition since U goes continuously to zero. On the insulating 
side, the conductance. of a sufficiently large sample decreases exponentially with 
sue, g ( L )  = g3exp(-L/EIw) which defines the localization length e,,,. Again, 
cl, diverges at the transition. Clearly, to exhibit 'bulk', ohmic behaviour, samples 
must be larger than the relevant scale length: L > e or ch. 
22. Weak localizafion 

The Boltzmann result is only correct to first order in l / k &  As disorder increases, 
higher-order scatterings have to be taken into account and these result in a 
conductivity reduced below the Boltzmann value. In three dimensions (Lee and 
Ramakrishnan 1985) 

which is defined by D = g3/c. Clearly, 
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in which the system size appears in the final term. The reduction in conductivity 
results from constructive interference between the various multiple-scattering paths, 
and, remembering that in the limit of large disorder e - a so that oB - e 2 / 3 d l i a  
(equation (2)), we see that the coherent scattering reduces the conductivity towards 
zero. It is the same scattering that eventually brings about localization. This correction 
to Boltvnann conductivity is called weak localization and it was first discussed by 
Bergmann (1983, 1984). 

The above description applies to zero temperature. At finite temperatures, the 
coherence of the back scattering in weak localization is reduced if an inelastic 
event occurs in one of the interfering paths that contribute to the total scattering 
amplitude. Weak-localization effects are therefore reduced by increasing temperature 
and conductivity will increase. A new length scale enters the problem, the inelastic 
diffusion length Li which replaces the sample size in equation (3). Since, near 
the metal-insulator transition, motion is diffusive, Li = ( Dri)1/2 where D is the 
diffusion constant and ri the inelastic scattering time. The form of the resulting 
temperature dependence depends on the origin of the inelastic event (Mott 1990). If 
it is by phonons or magnons a t  high temperature (T > 0, or 0,) the scattering 
rate is proportional to temperature and Aa a TI/’. For phonons, this dependence 
would be restricted to relatively high temperatures which would be outside the range 
of most experiments, but Nee1 temperatures can be low so that TI/’ behaviour 
is possible by this mechanism in magnetically active systems at low temperatures. 
Phonon or magnon scattering at low temperatures (T < 0, or 0,) gives a different 
temperature dependence because of the changing phonon (magnon) spectrum and the 
varying matrix element. Mott (1990) deduces a dependence for the scattering rate 
and therefore a T2 dependence for the change in conductivity. (See also section 4.1.) 
Finally, if the inelastic event is due to inelastic electron-electron (Landau-Baber) 
scattering, which alone gives a resistivity contribution varying as T2,  then its effect 
on weak localization gives Au - T.  

In general, therefore, we may expect a conductivity increasing with temperature 
as 

P/Z 

(4) 
e2 1 Ao=-- - 
ti +a (gl) 

where TWI is a constant containing the details of the probability of the inelastic 
event which k taken to have a temperature dependence of TP. This will only apply 
for T << Tw, since T = T,, in (4) marks complete removal of weak-localization 
contributions to resistance. 

Given the forms of the various temperature dependencies mentioned above, the 
dominant inelastic mechanism at low temperatures is expected to be electron-electron 
scattering leading to Ao - T. 

The constructive interference responsible for weak-localization effects can also he 
destroyed by application of a magnetic field. The partial amplitudes will be randomly 
dephased when approximately one flux quantum passes through the projected area of 
contributing paths. One defines a corresponding magnetic length L ,  = ( h / e B ) l l z  
which acts l i e  Li in reducing the long-range cut-off in (3). This gives rise to negative 
magnetoresistance which is predicted to behave as 8’ in very small fields and going 
over to a B112 dependence at high fields (Kawabata 198Oa, b). 

In the above discussion it has been assumed that the interference giving rise to the 
coherent back-scattering is initially constructive, thus leading to decrease of resistance 
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with increase of temperature and, correspondingly, to negative magnetoresistance. 
However, some systems (e.g. palladium-carbon mixtures) appear to show weak- 
localization effects of reverse sign (Carl et a1 1989) and it has been suggested 
that this a n  be explained by the presence of strong spin-orbit interaction which, 
it is argued, causes the initial interference to be destructive so that inelastic events 
increase constructive interference and reduce resistance. Such a possibility is termed 
weak antilocalizntion. 

23. Electron-electron interactions 

It was Altshuler and Aronov (1979) who first showed that long-range Coulomb 
interactions between carriers produce an anomaly in the density of states at the 
Rrmi  level. The anomaly, which takes the form of a square-root singularity dip, arises 
through inhibition of charge diffusion so that its strength increases with increasing 
disorder. Clearly, a reduced conductivity is predicted and the anomaly will become 
less important as temperature is raised so that the conductivity will rise with increasing 
temperature. A full treatment, however, has to include both Hartree and exchange 
terms (see Lee and Ramakrishnan 1985). The predicted form of the temperature 
dependence is then 

K M Abkemeier et a1 

where Fo is related to screening. The effect can now be of either sign depending on 
the relative size of the exchange and Hartree terms. The predicted TI/’ behaviour is 
expected to change to very close to the transition (Altshuler and Aronov 1985). 

The electron4ectron interactions give rise to positive magnetoresistance as a 
result of spin splitting of certain terms involved. The change in conductivity is of the 
form 

where h = gpBB/kT and g3 again takes limiting forms varying as Bz at low fields 
and as 8’1’ at high fields. A further contribution to the positive magnetoresistance 
comes in when the Landau orbit size becomes comparable to the ‘thermal length’, 
( D/kT) ’ / ’ .  Far from the aansition, where D is large, this can become important at 
lower fields than the spin-rbit mechanism. 

24. Fttting dafa in the mefaflic regime 

We initially fitted our experimental results for the temperature dependence of the 
conductivity in the metallic regime to the form 

D = u(0) + aT’/’ + bTP/’ (7) 

where the first of the temperature-dependent terms is the expected form for 
interaction effects and the second that for weak localization. However, in later 
analyses, we explored variation of both temperature indices (see section 4.1). A 
change in sign of the fitted u(0) can be taken as an indication of the psition of the 
metal-insulator transition. 
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25. Conductivily on the insulating side of the @ansition 

The situation on the insulating side of the metal-insulator transition is simpler. Here, 
conductivity i necessarily activated, and results are usually interpreted in terms of 
variable-range hopping of carriers between localized states. In three dimensions, the 
predicted form for the conductivity is 

= ~ o e x p I - ( W T ) ” l  (8) 

in which z = (p  + l ) / ( p  + 4) where p is the power by which the density of states 
g(c )  rises about the Fermi level as a function of energy c: g(c) = g,ltlP. In a 
constant density of states this gives the classic Mott T*I4 law. However, many systems, 
both WO- and three-dimensional, show I = 0.5 which corresponds to variable-range 
hopping in a density of states of the form predicted by Efros and Shklovskii (1975) to 
result from Coulomb interactions between the localized carriers. In three dimensions, 
the corresponding density of states (for single-particle excitations) is parabolic about 
the Fermi level. At high temperatures, activation to extended states above the mobility 
edge is possible, resulting in 2 - 1, and at intermediate.temperatures, such that 
hopping involves states beyond the range of the Coulomb anomaly, Mott hopping 
can occur with I = 0.25. 

In the hopping regime, the most obvious effect of a magnetic field is shrinking 
of the localized orbitals, leading to positive magnetoresistance. at high magnetic fields 
(Yafet a a1 1956, Shklovskii end Efros 1984). However, negative magnetoresistance is 
sometimes seen at low fields and WO explanations have been suggested for this. The 
first is based on a model that invokes weak-localization-type interference between 
the various “ring paths involved in hopping transitions (Nguyeu et al 1985). It 
is argued that the forward tunnelling amplitude is enhanced by the magnetic-field- 
induced phase changes in the electron wavefunctions. The second explanation is 
based on a model in which the shrinking of the localized orbitals produces bandwidth 
changes in the electronic structure that move the system towards the metallic state, 
and so enhance. conductivity (Raikh 1990). This same effect of orbital shrinkage and 
decreasing bandwidth has been seen to induce metal-insulator transitions in impurity 
bands (e.g. Hopkins et 01 1989). 

2.6. A word of caution 

It is clear from this brief survey that various temperature and magnetic field 
dependencies are predicted for the conductivity of systems close to the metal-insulator 
transition. Fitting of data to verify or deduce precise functional forms is, however, 
seductively deceptive. Very accurate data covering wide temperature and resistance 
ranges are required, and, even then, apparently good fits can be erroneous if the 
system is in a transition region, or if more than one process is active, or if there 
are even small levels of sample inhomogeneity. The presence of such complications 
is not necessarily shown by the error analyses of fitting programmes. Furthermore, 
the theoretical treatmen& of models are themselves only approximate in that they 
often involve extrapolation of processes from regions far from the transition, where 
they are well supported, into the region of the transition itself where they are not. 
Our analyses should therefore be viewed as attempts to deduce as much as possible, 
bearing in mind the approximations of theory, and the precision and limited range of 
our data. 
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3. Experimental details 

me nine aSi,-,Ni,:H samples were produced by radio-frequency sputtering from 
silicon targets on which various amounts of nickel had been placed. Corning 7059 
glass substrates were used for their high resistivity. The substrates were at m m  
temperature during deposition and the sputtering gas was a 90% Ar and 10% Hz 
mixture. The hydrogen was added to saturate silicon dangling bonds that might be 
present as a result of the disorder. 

Compositions of the samples were determined to an accuracy of about rt2% by 
energy-dispersive analysis with x-rays (EDAX). Film thicknesses, which were generally 
about 1 pm, were measured to f 0 . 1  pm using a Tilysurf stylus, and results verified 
in some cases by optical interference techniques. Electron diffraction measurements 
in a transmission electron microscope demonstrated the amorphous nature of the 
material. Extended x-ray absorption fine structure ( W s )  measurements basically 
confirmed this result, but there was some indication in early data on similar samples 
of clustering of the nickel (Edwards a a1 1989). This is significant in relation to the 
interpretation of the hopping conductivity discussed in section 4.2. 

For electrical measurements, the thin film samples were scribed to define a 
conducting channel with Hall and resistance sidebars. All resistance measurements 
were made four-terminally to eliminate problems from any contact resistance. 
However, simultaneous two-terminal measurements gave no evidence for significant 
resistance at the contacts, which were made with indium. 

The resistivity measurements were obtained by two different methods. The six 
samples in the metallic and transition regimes (52%, SO%, 29%. 26%. 23% and 
17% Ni) were measured using standard four-terminal AC techniques. However, the 
three most resistive samples (7%. 8% and 15% Ni) could only be measured using 
four-terminal DC techniques due to the fact that unavoidable circuit capacitance gave 
rise to very large out of phase signals when AC methods were used so that accurate 
measurements could not be made. A Keithley 602 electrometer was used as the DC 
current source and a Keithley 604 differential electrometer was used as a voltmeter 
to measure the four-terminal potential difference. Resistance values were checked to 
be independent of drive current to verify that there was no significant Joule heating 
of the samples at low temperatures. 

For measurements of conductivity and magnetoresistance between room 
temperature and about 6 K, samples were mounted in a continuous-flow cryostat 
with the sample chamber between the poles of a conventional electromagnet. For 
lower temperatures, standard “He cryostats with superconducting magnets were used. 
The magnetic fields were applied normal to the planes of the films. 

K M Abkemeier et a1 

4. Conductivity results 

The conductivity data are shown in figure 1 in the form of a double logarithmic 
plot. Shown in this way, activated conductivity gives plots of negative curvature and 
metallic conductivity plots of positive curvature. The hvo samples with the higher Ni 
concentration are clearly metallic and show little variation of conductivity over the 
whole temperature range. The 29% and 26% samples also appear to be metallic, 
but the 23% film is interesting in that the curvature is negative at intermediate 
temperatures but appears, on the basis of the lowest data point, to become positive 
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52%. I 

P@m 1. Conductivity as a function of temperature for all samples. 

at lower temperatures. (This Iatter behaviour illustrates the importance of extending 
measurements to the lowest accessible temperatures.) The remaining samples appear 
to be well on the insulating side of the transition with the most resistive showing 
conductivity va'ying over six orders of magnitude. 

4.1. The metallic and transition regimes 

As explained in sedion 2, theoretical models suggest the presence of two temp- 
eraturedependent contributions to departures from Boltzmann conductivity, one from 
interaction effects and one from weak localization. The conductivity of metallic 
samples not too close to the transition is expected to obey equation (7): 

U = u(0) + aT'/' + bTP/'. (7) 

Most results in the literature are fitted with p = 2 corresponding to inelastic scattering 
mediated by electron-electron interactions. The result of fitting one of our most 
metallic samples (y = 0.50) to this form is shown in figure 2, curve a. The solid 
curve is the fitted equation obtained by least-squares routines. ' h e  interaction term 
(a) comes out negative. Details are given in table 1, entry (a). It should he noted, 
however, that the square mot term is strong and predicts a rapid change of gradient 
just at the lower end of the data range. There is no experimental evidence Cor this: 
the conductivity simply appears to become temperature-independent. This divergence 
of the fitted form from data at low temperatures is consistently present, even if more 
restricted temperature ranges of data are used. Furthermore, if lower-temperature 
data points are removed from the fitting calculations, the change in gradient of 
the calculated form moves to higher temperatures, keeping close to the lower data 
points included. This behaviour, produced by the negative TI/' term, is illustrated in 
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lhhk 1. Filling of roetalk and Vansition samples. The laMe shows the p r a m e m  
obIaincd by least squares fitting lo the form U = a0 + oT= + bTz. Parameters set 
before fitting are shavn in bold Iype. 

Sample o(0)/n-L m-l o/R-' m-l K-" z b/Q-' m-l K-U z x'/R-' m-' 

93% 194ooo -4m as 64 1 M m  a 
193 ux) 39 as 0.34 1.96 6300 b 
193 COO 73 0.66 0.27 2 Moo C 
193 m0 50 as a27 2 Moo d 

25% 8MIo 
7600 
6100 
6100 
6ow 
4500 
1700 
7" 

as -ai 
as -24 

0.33 am 
0.33 -0.07 

0.32 - 
0.23 0.06 
0.14 15 
0.15 6 

2 48m e 
1 23" f 
1 8ooo B 
2 8Ow h - 7800 i 
2 1300 j 
1 380 k 
1.2 3% I 

26% 6w YIW 0.24 0." 2 8300 m 
yx) 3500 0.23 a7 1 8300 n 
iw 3 m  0.24 - - 8300 0 

2100 2100 033 -ai 1 Ilm, P 
26M) 1800 0.33 - - 5 5 m  q 

23% -4w 360 0.76 -69 1 1700 1 

-iw MO 0.53 -aos 2 2100 S 

- 1500 1000 0.39 - - 7200 t :::::rgj I . 3 7  

-- 
b 
5 1 $1 

1.93 . 
1.'12 - ' L.~. ,..-. 

0 2 0  1 0  6 0  8 0  100 
TIK 

Figmm Z Dala and theoretical 61s for the 50% 
sample below 100 K. The cuwes show the leasl- 
squares k l 6 1 s  lo the functional forms for inelastic 
scattering by (a) elecmn-elecmn scattering and 
(d) phonons. The invalidity of the former iS 
apparenl. (a and d refer lo entries in table 1. Both 
the dam and the 61 for d are displaced venically 
by 750 0-' m-l for clarity.) 

i i K  

F@re I Differences ktween data and filled forms 
for the 50% sample below 100 K ?he forms used 
mume inelastic scattering by (a) electron-electron 
mitering, (d) phonons. 

figure 3, curve a, which plots differences between measured conductivities and values 
calculated from the fitted equations. 

These features of the calculated fits are strong evidence that the form being fitted 
is not valid. The procedure we have therefore generally used in exploring for the 
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best functional representation of our metallic and transition data, is to fit data for 
temperatures less than about 100 K to the form 

U = U ( 0 )  + QT" + bTY (9) 

where the first of the temperature-dependent terms is allocated to interaction effects 
and the second to weak localization. Either or both indices can be set before fitting 
and some fits were also made with only one temperature-dependent term. Details 
are summarized in table 1. x2 provides a measure of the accuracy with which the 
fitted equations describes the data. It is defined by 

N 
x2 = (Ui - U ( T i ) ) 2  

1 

where ui are the measured values and o(Ti)  values calculated from the fitted 
equation. Clearly, minimum values of x2 correspond to the best fits. The restriction 
to data below 100 K is to ensure that low-temperature power-law forms (e.g. for 
phonon scattering) hold to reasonable accuracy. 

Details of other fitting calculations applied to the 50% sample are given in rows 
bd of the table. Parameters set before fitting are printed in bold typeface. We see 
that, when we set I = 0.5 before fitting, the routines give z = 1.96. Conversely, if 
we set z = 2, I = 0.66 is obtained. Despite the limited accuracy with which the 
parameters may be determined from our limited data set, the evidence is strongly in 
favour of the results being correctly described by I = 0.5 and z = 2. This is entry d 
in the table. The corresponding fit is shown in figure 2, curve d, displaced vertically 
by 750 Q-' m-I for clarity, and differences between data and the fitted equation 
are shown in figure 3, d. This is clearly stable at low temperatures. We believe the 
structure evident in this fit at higher temperatures comes mainly from experimental 
error in the 84 K measurement. We conclude that the results for our most metallic 
samples are satisfactorily explained by a positive electron4ectron interaction term 
with a weak-localization term mediated by inelastic electron-phonon scattering. 

The 29% sample behaves very differently. Putting z = 0.5 and z = 2 gives a poor 
fit with a large value of x2. One might expect that close to the transition the dominant 
inelastic mechanism controlling the weak-localization contribution might become 
electron-electron scattering. However, putting z = 1 produces little improvement 
in xz and also results in an apparent change of sign of the weak-localization term. 
Setting z = 0.33 in accordance with a predicted change in the interaction term (see 
section 2) produces some improvements with both z = 2 and z = 1 (g and h), but 
the weak-localization terms are small in both cases and the overall result is not very 
different from that obtained by including only one temperature-dependent term and 
determining its best index which comes out as z = 0.32 (i). Setting z = 1 or i = 2 
and allowing z to vary produces much smaller values of I and the best fit is obtained 
with z = 1 and I = 0.14. This gives excellent agreement with the data as is shown by 
the very small value of xz. Starting with all parameters close to the values given by 
this fit, but now allowing both I and z to change produces the result shown in I. The 
only significant change is a suggestion of very slight strengthening of the temperature 
dependencies. There is no theoretical explanation for such small values of z as found 
in these fits. 

h regards the behaviour of the 29% sample, we conclude that the variation 
of conductivity is primarily controlled by a positive interaction effect with a much 
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weakened temperature dependence together with a significant contribution from weak 
localization subject to inelastic scattering via electron4ectron scattering. 

0.24 and it makes little 
difference whether the second temperature-dependent term is included with z = 2 or 
z = 1 (m-o). Much worse fits are obtained by putting 2 = 0.33 (p, 9). It should also 
be Doted that the best fits give small values of o(0). We conclude that this sample 
is close to the metal-insulator transition and that the temperature dependence of its 
conductivity is dominated by interaction effects, again with a weakened temperature 
dependence. 

Attempts to fit the conductivity results of the 23% sample in a similar way 
immediately show that the basis of the analysis is invalid (r-t). In particular, all 
attempts at fitting produce a negative u(O), which is unphysical. One concludes on 
the basis of the range of data available in these experiments that this sample lies on 
the insulator side of the transition. Attempts to extrapolate conductivity data for the 
23, 26 and 29% samples to zero temperature suggest that the transition lies in the 
region of 242.5% nickel. This is in agreement with estimates based on optical data 
(Davis ef d 1989, Bayliss ef a1 1991). 

4.2. The hopping regime+ 
As explained in section 25, activated conductivity in the insulating regime is 
normally interpreted in terms of variable-range hopping which gives the temperature 
dependence of equation (8): 

K M Abkemeier ef a1 

The best fits for the 26% sample are obtained with z 

U = .uexp[-(Tu/T)”l (8) 
in which, for three dimensional systems, z = (p  + l ) / ( p  + 4) where p is the power 
by which the density of states rises about the Fermi level as a function of energy. We 
used the following procedures to  compare data to this equation. 

(a) For a relationship of the above form, the logarithmic gradient is a linear 
function of the logarithm of the conductivity with gradient z: 

a h  U/ah T = X ( h 0 ,  - ha). (10) 

We therefore made cubic fits to the data of figure 1 and then calculated from them the 
required logarithmic gradient. Plots in the form of (10) then allowed us to identify 
ranges of conductivity and temperature over which (8) is obeyed. Corresponding 
straight line portions of the plots give the parameters x, Tu and uu. This method is 
referred to as ‘slope’ in table 2. The method is useful hut not robust as it imposes 
the cubic form on the data. 

@) We then carried out direct least-squares fitting to data identified by the above 
procedure as obeying (S), using the form h a  = ha,, - (T,/T)= in order to give 
appropriate weighting to the measurements. We either allowed all parameters to MV 
or imposed z = 0.5 to obtain best corresponding values of au and Tu. 

(c) In order to investigate the possible importance of any pre-exponential 
temperature dependence, we also carried out fitting to the form 

ha = AT” ~ X ~ [ - ( T , / T ) ~ ] .  (11) 

t Details of our analysis of the temperature dependence of the mndunivity in the hopping regime 
have already been published (Abkemeier el d 1992). We include a brief acmunt here for the mke Of 

mmpleleness. 



ConducriviIy and magnetoresistance of Si-Ni alloys 9123 

'hbk Z Fitting parameters for the hopping regime: the table shows the parameters 
obtained by lcast-quam fitting U, equations (8) and (11). Parameters set before fitting 
are shown in bold type. 

Sample z z To/K oo/Sl-' m-' A/R-l m-l K-' Notes 

0.48 - 4Mx) 700 - Fit All 
0.49 - 3500 S W  - Fit T<ZOOK 
a50 - 3ooo 450 - Fit T < Z W K  
as0 0.2 3 ~ 0  - m Fit All 

7% 0.47 - SODO BM) - Slope All 

8% 0.43 - 6ooo 17W - Slope All 
0.44 - 5500 1400 - Fit All 
0.44 - 6wo 1500 - Fit T < Z W K  
0.50 - ZSW 550 - Fit T < U X ) K  
as0 0.4 2000 - 60 Fit All 

15% 0.45 - 3ooo 2600 - Slope T < I W  K 
0.42 - 5" 4500 - Fit All 

- Fit T < I W K  0.46 - 2500 2wo 
aso - 1SW 1wo - Fit T < l 0 0 K  
0.50 0.5 I100 - 70 Fit All 

The last of each group of entries in table 2 gives data for fitting to this form. Analyses 
according to @) and (c) above are referred to as 'fit' in the table. The last column 
also gives the temperature range of the data used for the fitting calculations in the 

Results of fitting calculations are summarized in the table where parameters whose 
values were ked before fitting are shown in bold type. Fitting to (11) becomes ill- 
defined if all four parameters are allowed to vary (illustrating the difficulty of deducing 
detailed functional forms from experimental data). Values of z ,  even with constraints 
applied, are not well-defined but the implication of the fits to (11) with z set to 0.5 
is that any preexponential temperature dependence has T to a low positive power. 
The 7% and 8% samples fit (8) well below 200 IC ?he 15% sample, closer to the 
transition, only fits well below 100 K In all cases, Tu >> T ,  which is necessary for 
the analysis to be valid (Adkins 1989). Although determined values of z lie a little 
below 05, the evidence is very strong that the results are consistent with z = 0.5 
which corresponds to variable-range hopping in a parabolic density of states: the 
behaviour predicted on the basis of the long-range Coulomb interaction model of 
Efros and Shklovskii (1975). Our results suggest that there is some increase of 
as the transition b approached. Elefant el a1 (1991) found no change in uu in their 
measurements on hopping conduction in a-Ge,-,Cr,. The full ranges of data for 
these three samples are shown plotted as In (T against 1/T'12 in figure 4. 

In order to make detailed quantitative comparison with the Efros and Shklovskii 
theory, however, it b necessary to extract the coefficient g2 of the implied density of 
states: N (  E) = g2e2. The Efros and Shklovskii (ES) prediction, in the form given by 
Adkins (1989), is 

Mn0IJ.S QS-. 

g2 = 2.02 1 0 3 ( ~ , ~ , / ~ 2 ) 3  (12) 

a result depending only on the bulk relative permittivity e,. We shall make our 
quantitative comparisons for the 8% sample for which er z 14 (Bayliss el a/ 1991) a 
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value slightly enhanced above that of bulk silicon (11.9). This gives 

g% = 2.3 x loa6 J-3 m-3. 

Measured values of To, however, give a combination of g2 and the tunnelling exponent 
a (Adkins 1989) 

2 1 g 2  = 2.7 1 0 - 3 ( ~ r , ) 3 .  (13) 

’Ib separate these, another piece of information is required. We used the following 
approaches. 

(i) We may estimate a for wavefunctions localized on the Ni atoms by using the 
Matt criterion for the metal-insulator transition: n;”a-’ is 0.26 where TL,  is the 
Ni concentration at the transition. This gives a is 8.7 x loy m-l. For an electron 
tunnelling further than the mean Ni-Ni distance (about 0.3 nm), the mean tunnelling 
exponent will be somewhat reduced. We take a, is 8 x 10’ m-l. With (13), and 
taking Tu = 2500 K (table 2)  we obtain g2 = 4.6 x low J-l m-3 which is more 
than four orders greater than the ES value. The value of a obtained in this way is 
therefore incompatible with an explanation for our data based on the ES model. 

The op thum hop distance given by 

Ropl = 0.25a-’(T, /T)u.S (14) 

also wmes out unsatisfactory. At 10 K it is only 0.5 nm, rather less than two Ni-Ni 
distances. For variable-range hopping, it should be much larger than the inter-site 
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distance so that the tunnelling electron has a reasonably large number of final states 
to choose from. Similar problems arise in trying to fit the ES model to granular metal 
results (Adkins 1989). 

(ii) If, alternatively, we assume the ES density of states to apply, we may calculate 
a from To. We then obtain very different results, namely a M 3 x 10s m-’ and 
Rap, M 13 tun at 10 K, about 40 Ni-Ni distances. 

We thus obtain a consistent interpretation if we assume hat the wavefunctions of 
the mobile electrom are localized only wer clusters of Ni atoms. The localization 
volume now contains ld-le Ni atoms, so the picture emerges of a relatively 
extended wavefunction, localized by longer-range disorder, and percolation is now 
clearly important 

It is relevant here that we attempted to estimate the correlation length by using 
the onset of non-ohmic conduction at 10 K to obtain a scale length Over which the 
applied field provides energy changes modifying the electronic structure by amounts 
comparable to kT. We obtained F M 25 tun, about twice ROp,,as calculated assuming 
the ~s model to be valid. The similarity of these quantitities is satisfactory hut 
raises important questions about the interpretation of normal variable-range hopping 
descriptions in systems near the metal-insulator transition for which correlation 
lengths become large. It is not clear what meaning could be attached to the idea of 
a hop that is shorter than the mrrelation length 

Finally, it should he remarked that recent simulations have suggested that 
Coulomb interactions give rise to a single-particle density of states in three dimensions 
that rises about the Rrmi  level more rapidly than parabolically (e.g. Chicon et a1 
1988). If we accept the ES model as the explanation of our results, we can state that 
there is no evidence in our data for values of I > 0.5 which would be required by 
such ‘hardening’ of the Coulomb gap. 

5. Magnetic measurements 

5.1. The Hall effect 

Attempts were made to measure the Hall effect in the more metallic samples. 
These were not successful because the small signals were noisy and obscured by 
components quadratic in the applied field. As a result, direct determinations of 
carrier concentration have not k e n  possible in our work to date. 

5.2. Magnetoresktance resultr 

The hvo most metallic samples showed at 4.2 K a very small positive 
magnetoresistance, very close to the resolution limit of our electronics. In the interval 
0 4  T, their resistances increased by about 0.1%. The analysis of the temperature 
dependence of the conductivity of the 50% sample indicated the presence of weak- 
localization and positive interaction contributions, but, Over the temperature range 
analysed, the total change in conductivity they produce is very small, as would be 
expected far from the transition. Weak localization should contribute a negative 
magnetoresistance and interaction effects a positive. The implication of the figures 
in table 1 is that the conductivity at low temperatures is more influenced by weak 
localization, which is also as expected far from the transition. At 4 T the magnetic 
length L ,  k 13 MI, which is probably many times greater that the mean free path, 
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so that it is likely that this field has relatively little effect on weak localization. We 
therefore mnclude the the small positive magnetoresistance that is observed results 
from the effect of spin splitting on the electron-electron interaction terms. 

The other magnetoresistance results are difficult to illustrate economically because 
of the wide variety of behaviour. At 1.7 K (figure 5) the magnetoresistance of the 23, 
26 and 29% samples was positive at all fields, and the strength of the effect increased 
rapidly with reduction of nickel content There was some suggestion of reduced 
gradient at law and high fields, but the general behaviour Over the range of fields 
used was mt far from linear. Unfortunately, the 17% sample was too resistive to 
measure at 1.7 K In contrast, at 4.2 K (figure a), the magnetoresistance increased with 
decreasing nickel mntent at first, reaching a maximum at about 26%, and then fell 
and became negative at low fields. The region of negative magnetoresistance, which 
was fust present in the 23% sample and extended to about 1 T strengthened and, by 
y = 0.17 extended to nearly 3 'I: At the minimum, the resistance was decreased by 
nearly 4% in the 17% case. 

K M Abkemeier et a1 

1.M . . , , , . . . , , . . . , . . , . , . . . . 

1, I 2 3 4 5 ,I I 2 3 4 5 
HIT ni'r 

*re 5. Magnetoresistance a1 1.7 K. Flgore 6. Magnetomislance a1 4.2 K 

We put forward the following explanations for these observations. In all cases, 
we attribute positive magnetoresistance to the effect of spin splitting on the electron- 
electron interaction contributions to resistance. As the transition is approached from 
the metal side, we expect electron-electron interactions to become stronger and more 
important relative to weak-localization effects. This is consistent with the increasing 
positive magnetoresistance as the nickel concentration is reduced. Also, for the 
applied field to be effective in modifying interaction effects, the temperature has to 
be sufficiently low that thermal energies are smaller than the field splitting. At 4 'T 
p B B / k  = 2 K, and this explains why the positive magnetoresistance increases rapidly 
with decreasing temperature in the intexval behveen 4.2 K and 1.7 IC This temperature 
dependence also explains why it is only at 4.2 K that negative magnetoresistance 
i observed: in the range of our measurements it requires some suppress,ion of 
magnetoresistance from interaction effects for the negative effect to become the 
larger. 

The negative magnetoresistance we attribute to suppression of weak localization. 
In discussing the conductivity results, we argued that the transition in our system 
probably lies in the range y = 0.24-0.25. We first see negative magnetoresistance in 
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our 23% sample which is just on the insulator side of this range. As discussed in 
section 25, two explanations have been put forward for negative magnetoresistance 
in the localized regime, one based on weak-localization-type interference effects and 
the other on movement of the transition through changes in band structure caused 
by shrinkage of the localized orbitals by the field. We believe that one of these 
mechanisms k responsible for the negative magnetoresistance in the 23% and 17% 
samples.'Since the negative magnetoresistance appears only at low fields in relation 
to the size. of field required to produce significant orbital shrinkage (Yafet et al 1956), 
we believe that the weak-localization mechanism is responsible. Orbital shrinkage 
then explains the change to positive magnetoresistance at higher fields in the 17% 
sample. 

We thus arrive at an interpretation of the magnetoresistance data which is totally 
consistent with that of the conductivity data. 

6. Discussion 

In the metallic regime, we. have found best functional fits to our data with both 
weak-localization and electron-electron interaction contributions to the resistance. 
Far from the Uansition, the weak-localization contribution varies as T* indicating 
inelastic scattering by phonons, but, as the transition is approached, the temperature 
dependence wakens to linear as electron-lectron scattering becomes more 
important. The electron4ectron interaction contribution to conductivity is consistent 
with a TI/* behaviour far from the transition, but again the dependence on 
temperature weakens as the transition is approached becoming more like To.=. 
Throughout the ranges of temperature and composition studied, weak-localization and 
electron4ectron interaction effects both give contributions causing the conductivity 
to increase with increasing temperature. Neither effect has anomalous sign. 

The positive interaction contribution contrasts with behaviour found in recent 
studies of amorphous semiconductor-metal alloys where the metal is strongly 
magnetic. In a-Si,-,Cr, (Mobius el al 1985) and in a-Ge,-,Cr, (Elefant et al 1991) 
negative interaction terms were clearly present because welldefined conductivity 
minima were Seen directly in the data. In a-Ge,-,Cr, minima were observed in 
the range 15-50 K, the highest temperature minimum occurring in the most metallic 
sample studied. Albers and McLachlan (1991) also saw conductivity minima at some 
metal concentrations in a-Ge,;,Fk,. Early work in systems with nonmagnetic metals 
cannot readily be compared wth  our results since the authors generally analysed their 
data in terms of a single temperaturedependent term. (Dodson et al 1981, Hertel et 
al 1983, FUNbayashi el a1 1985, Yoshizumi el al 1985.) We conclude that a negative 
interaction term in amorphous semiconductor-metal alloys appears to occur only 
when the metal is strongly magnetic. 

Well in the activated regime, our system shows variable-range hopping with the 
temperature index I sz 0.5, consistent with a parabolic density of states. This 
behaviour has been widely observed in similar systems: a-Sil-,Cr, by Mobius el 
al (1983, 1985); a-Si,-,Au, by Nishida el al (1982); a-Ge,-,Cr, by Elefant el al 
(1991); a-Ge,-,Fe, by Albers and McLachlan (1991) and by Massenet el al (1974); 
a-Ge,-,Au, by Dodson ef al (1981), the last two as reinterpreted by Mobius (1985). 
A few studies have been interpreted in terms of hopping in a constant density of 
states with z = 0.25: a-Si,-,Ni,:H by Rogachev el al (1987); a-Sil-,Au, by McNeil 
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and Davis (1983); a-Ge,-,Mo, by Yoshizumi et a1 (1985). Our quantitative analysis 
of the hopping regime, however, has shown that the results are consistent with the 
parabolic density of states originating in a Coulomb gap only if the localized states 
are relatively extended through networks of nickel atoms, the presence of which is to 
be expected statistically and for which there is some independent evidence in EMS 
studies (Edwards d al 1989). Such detailed quantitative analysis of hopping results 
has not been made by others working with semibnductor-metal alloy systems. 

Our magnetoresistance measuremen& show regions of positive and of negative 
magnetoresistance. The positive magnetoresistance is attributed to spin splitting in the 
electron4ectron interactions and hecomes stronger as the transition is approached 
from the metallic side. The negative magnetoresistance was restricted to samples just 
on the insulating side of the transition at temperatures not too low so that there was 
some suppression of the positive contribution from interaction effects. The negative 
magnetoresistance was attributed to suppression of weak-localization-type interference 
(Nguyen et al 1985). The general pattern of behaviour we have found is similar to 
that seen in a-Ge,-,Mo, by Yoshizumi d a1 (1988). Negative magnetoresistance 
in a-Si,-,Ni,:H in the hopping regime has also been observed by Rogachev el al 
(1987). Results in a-Ge,_,Fe, reported by Alhers and McIachlan (1991) also have 
some similarities to ours. Their samples with 0.24 > y > 0.16 showed positive 
magnetoresistance at higher temperatures, changing to negative magnetoresistance 
at lower temperatures in a non-monotonic fashion that depended on both the metal 
content and the magnetic field. However, their most metallic samples all had negative 
magnetoresistance for T < 4 K, increasing as temperature was reduced, and their 
activated sample showed small p i l i v e  magnetoresistance at low fields around 4 K 
hut this became large and negative for high fields-the opposite of what we found. 
'ISugane et a1 (1981) also obtained negative magnetoresistance in an insulating sample 
of a-Si,-,Au, at relatively high temperatures. The reversals from the behaviour seen 
by us can be attributed to spin-orbit scattering and/or the presence of a strongly 
magnetic atom. A maximum in magnetoresistance at the transition, as observed by 
us, was also Seen by Ovadyahu and co-workers (Ovadyahu 1990) in two-dimensional 
In,O,-, films. However, their magnetoresistance was uniformly negative. They also 
demonstrated a sign reversal associated with spin-orbit scattering by adding small 
amounts of (the heavy metal) gold to their films. 

The general constituents of magnetoresistance in amorphous systems near the 
metal-insulator transition now seem to be falling into place and our results fit the 
pattern that is emerging. 

K M Abkemeier et a1 

7. Summary 

We have presented three dimensional conductivity and magnetoresistance results for a 
range of a-Si,-,Ni,:H alloys. In the metallic regime, we identify contributions to the  
conductivity from weak-localization and electron-electron interactions. Well in the  
metallic regime, the temperature dependence of the weak-localization contribution 
implies inelastic scattering hy phonons, but nearer the transition electron4ectron 
scattering becomes more important. The interaction contribution is of normal sign 
and shows weakened temperature-dependence near the transition. 

Conductivity in the hopping regime is consistent with variable-range hopping in a 
parabolic density of states but detailed analysis shows that, if this is the result of a 
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Coulomb gap, then the localized states are extended Over relatively large numbers of 
nickel atoms. 

The magnetoresistance data show regions of both positive and negative magne- 
toresistance. Positive magnetoresistance, attributed to spin-splitting modification Of 
the interaction effects, is found in metallic samples and in ones that are just on 
the insulator side of the transition at low temperatures and high fields. Negative 
magnetoresistance is only seen on the insulator side of the transition at not too low 
temperatures such that interaction contributions are somewhat suppressed. 

The mechanisms we identify provide a mnsistent explanation of all our 
conductivity and magnetoresistance data that is in general accord with the current 
understanding of transport in disordered systems near the metal-insulator transition. 
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